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(Write your Roll No. on the top immediately on receipt of this question paper.)
All the six questions are compulsory.
Altempt any two parts from each question.
Marks are indicated against each question.
Choiee 15 given within the question.
Use of Scientific Calculator is allowed.

I.{a) Perform three iterations of Newton’s method (o find a root

of'the equation - 5y - |
s considering the starting approximation as 0 5.
-

(b)  Let f be a continuous function on the interval [a,b] and Suppose that fla){b) <
that the bisection method generates = sequence of approximations {pn
10 aroot p € (a, b) with the property

0. Prove
! which converges

b—q
2?’!

|.Dn -p =

T oy mom -
'©) Verify that the function f(x) = x* + 2¢2 — 3y — Uhas a zero on the

interval (| W,
Perform four iterations ol the bisection method.

{13)

< () Verify (hat the equation x” + 2 — 1 = 0 has 1 root in the meerv el (0, 1)y, Perform thy

Horations of the sceant method Lo dpproximate a root, k‘UH*iJ‘—‘I'i“?—‘ i =0 and P '

(k) Per form three iterations of the false | ositton method to approximate g rO0t Of (he tnction

i ~costy) v in the interval (0.1).



paence of an nerative method. Find the order of convergence of
=

v Define order ol conve e
ik L7 ' -' }
Newton's method.
Y () Find an LU decomposition of the matrix
4 ] 1
A=11 4 -2
3 2 -4

and us¢ it to solve the system AX = [4 4 n7.

(b1 Starting with the initial vector X% = (0,0,0). perform three iterations of the Gauss
Seidal method to solve the system of equations, for the given coetficient matrix and the
right hand side vector

3 1 7 (6
=1 & Bk 51
2 1 4 7

(¢) Starting with the initial vector X9 = (0,C,0), perform three iterations of the Jacobi
method to solve the system of equations, for the given coefficient matrix and the right
hand side vector

5 1 2 10
-3 8 &, =14 (13)
i 2 =7 33

4 (a) Use Newton Divided difference Method to estimate Sin(0.15) from the following data

set
X 0.1 0.2
f(x) = Sin(x) 0.09983 0.19867
and also verify the -I'hmiwerror hound.

) Find the Lagranue interpolation polynomial that fits the data:
f(=1)= =2, f(1}= 0, f(4) = 63, f(7) = 342.

Hence interpolate at x = 5.0).

there exists a uniqu
(12)

Y1, X2" 0 An

Prove that for n+ 1 distinct nodal points xg

nterpolating polynomial of at most degree n.



5.(a)

6. (@)

(b)

(c)

Define the central difference operator (&) and backward difference aperator (V).

A2

-~ Vi
Alse prove that: V= - — 4 ‘8\]1 {

Ay {9 SPEILAY v y L
I fixr = e then show by induction method that 1# oo 8™ - Jj e

I £ “ * .Y 4 ¥ P . - < TR )
Derive the following backward difference approximation formula for ihe frst order.

derivative. where /2 is the spacing between the points.

f(xy) = le;(.%f(_xo) ~Af(xy—h) + f(x, — 2h)) (12)

o rddx . £ .
Evaluate | . by Trapezoidal Rule and verify the theoretical error bound.
Apply Euler’s method to approximate the solution of the mitial value problem

dx £ . . -
—=—-0<t €£3. xtU)=1. h=05
at X

Verify that the forward difference approximation:
1

(o) = ‘il'}{{"g £ o) + 4f O + B) — f(xg + 2R))

for the first order derivative provides the exact value of the derivative, regardless of the

value of A. for the functions f(x) =1, f(x) =x, f(x) = x* but not for the funcrion
Fly = o8 (12)
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